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Abstract 
 

This proposal to provide a secure multicast 1-to-N or M-to-N device 
capability, with the same level of reliability as t he underlying 
multicast network, also aims to be light-weight and  supported  
by a very constrained device. Guaranteed reliabilit y would be 
provided by an additional protocol working in co-op eration with it. 
 
The aim is to support end to end secure communicati ons in the edge 
device world of IoT where the transport methods wil l vary or at 
least change once the IP realm is left. Hence there  is no 
dependence on Ipv6 or IP or CoAP and no restriction s that might be 
introduced if too specific an end node application was implied. It 
is network independent, it just must be possible to  transmit and 
receive frames in multicast. 
 
This can be achieved with simply a minimal change t o the DTLS 
behavior and using current DTLS libraries. DTLS hea ders are not 
changed, additional headers are used in the packets  before the DTLS 
traffic.  
 
DTLS Multicast keeps the layer concept pure and ind ependent, hence 
it can be used for routing something that is not Co AP. 

 
Status of This Memo 
 
   This Internet-Draft is submitted in full conform ance with the 
   provisions of BCP 78 and BCP 79. 
 
   Internet-Drafts are working documents of the Int ernet Engineering 
   Task Force (IETF).  Note that other groups may a lso distribute 
   working documents as Internet-Drafts.  The list of current Internet- 
   Drafts is at http://datatracker.ietf.org/drafts/ current/. 
 
   Internet-Drafts are draft documents valid for a maximum of six 
   months and may be updated, replaced, or obsolete d by other documents 
   at any time. It is inappropriate to use Internet -Drafts as reference 
   material or to cite them other than as "work in progress." 
 
   This Internet-Draft will expire on March 17, 201 8. 
 
Copyright Notice 
 
   Copyright (c) 2017 IETF Trust and the persons id entified as the 
   document authors. All rights reserved. 
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   This document is subject to BCP 78 and the IETF Trust 's Legal 
   Provisions Relating to IETF Documents 
   (http://trustee.ietf.org/license-info) in effect  on the date of 
   publication of this document.  Please review the se documents 
   carefully, as they describe your rights and rest rictions with 
   respect to this document. 
 
   Code Components extracted from this document mus t include Simplified 
   BSD License text as described in Section 4.e of the Trust Legal 
   Provisions and are provided without warranty as described in the 
   Simplified BSD License. 
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1.  Introduction 
 

This proposal provides a secure multicast M-to-N de vice (or 1-to-N) 
capability with the same level of reliability as th e underlying 
multicast network. This proposal does not provide g uaranteed 
reliability by itself, this would be provided by an  additional 
protocol working in co-operation with it. 
 
There is no assumption that the DTLS will be transp orted over IPv6 
or IPv4 or even IP at all. This allows the method t o be used both 
inside and outside the IP realm making it very usef ul for end to end 
security in the world of IoT and edge field devices  that may use 
other transport methods. 
 
Machines from the most powerful servers to very con strained edge 
devices may be connecting via several different ind irect methods 
hence all communication must take place inside the multicast domain 
and a DTLS multicast group must handle additional m essaging between 
the machines in that group. Importantly, to do this , the proposal 
maintains close compatibility with the existing DTL S protocol with 
the simple exception of using additional headers in  the packets 
before the DTLS traffic. 
 
The header structures and message definitions are d efined herein 
followed by descriptions of how to use them. (There  is no actual 
implementation code.) 
 
This proposal provides solutions to assure the foll owing and 
explains them in more detail in chapter five:- 
 
o  Establishment of a GSA (Group Security Associati on, see RFC 3740) 
   where all group members use the same multicast d ata security 
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   ciphersuite. 
o  Forward security. Ex-members can no longer decry pt group messages 
   nor send new encrypted messages 
o  Backward confidentiality. A new members cannot d ecrypt messages 
   sent before it became a member. 
o  Support for both 1-to-N and M-to-N topologies. 
o  Group size is limited only by RAM constraints. 
o  Multicast data confidentiality. 
o  Multicast data replays are protected. Can be det ected and 
   ignored. 
o  Multicast data group authentication. Only guaran tee data 
   integrity if all members are trusted. 
 
Note that this proposal does not provide a solution  for source 
authentication and data integrity. Authentication k nows which group 
sent a message, not which member sent it. 

 
 
2.  Background 
 

DTLS is currently a point-to-point communications p rotocol. In the 
past there have been draft proposals to expand this  to be multicast 
and to deal with security. Notably, and listed unde r informative 
references, keoh-tls-multicast-security and 
keoh-dice-multicast-security which have both expire d. They are in 
the author 's opinion interesting proposals but they assume DTL S over 
IPv6 (see keoh-dice-multicast-security-08 sec 4.4) which may not 
always be true. DTLS cannot be assumed to be transp orted over IPv6 
(or even IP for that matter). KEOH-DICE also breaks  compatibility 
with the existing DTLS header. 
 
This DTLS-Multicast draft proposal seeks to be netw ork independent 
and to use existing headers. 
 

3.  Restrictions / Assumptions 
 
   Any machine may be connecting to a DTLS multicas t group via a 
   gateway (NAT, firewall or even protocol translat or) so all  
   communication must take place within the multica st domain only. 
 
   A DTLS multicast group must therefore handle any  additional  
   messaging to allow for the agreement of any keys , configuration data 
   and behaviours between the machines in the group . 
 
4.  Terminology 
 

The key words "MUST", "MUST NOT", "REQUIRED", "SHAL L", "SHALL NOT", 
"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and " OPTIONAL" in this 
document are to be interpreted as described in RFC 2119 [RFC2119]. 
 
In this document, these words will appear with that  interpretation 
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only when in ALL CAPS. Lower case uses of these wor ds are not to be 
interpreted as carrying significance described in R FC 2119. 
 
In this document, the characters ">>" preceding an indented line(s) 
indicates a statement using the key words listed ab ove. This 
convention aids reviewers in quickly identifying or  finding the 
portions of this RFC covered by these keywords. 

 
This specification also uses the following terminol ogy: 
 
   o  Group Controller (or just Controller): The en tity that is 
      responsible for creating a multicast group, e stablishing security 
      associations among authorized group members a nd renewing/updating 
      the security associations. 
      Note that a controller (or member capable of being a controller) 
      must also be a sender. 
 
   o  Sender: The Sender is an entity that sends da ta to the multicast 
      group. In a 1-to-N multicast group only a sin gle sender transmits 
      data to the group.  In an M-to-N multicast gr oup (where M <= N), 
      M group members are senders.  All senders mus t also be listeners. 
 
   o  Listener: A Listener is an entity that receiv es multicast 
      messages from a multicast group. All listener s must be Members. 
 
   o  Member: An entity that has joined the group.             
 
   o  (SA) Security Association: A set of policy an d cryptographic 
      keys that provide security services to networ k traffic that 
      matches that policy. 
      Note that different types of traffic in the m ulticast group may 
      be protected by different security associatio ns. 
 
   o  Group Security Association (GSA): A set of Se curity Associations 
      (SAs) that together define how a group commun icates securely 
      [RFC3740]. 
 
   O  Keying material: Data that is specified as pa rt of the SA which 
      is needed to establish and maintain a cryptog raphic security 
      association, such as keys, key pairs, and IVs  [RFC4949]. 
 
 
5.  DTLS Multicast Proposal 
 

This proposal provides a secure multicast M-to-N de vice capability 
with the same level of reliability as the underlyin g multicast 
network. 
 
This proposal does not provide guaranteed reliabili ty by itself, 
this would be provided by an additional protocol wo rking in  
co-operation with it. 
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This proposal aims to be as light-weight as possibl e so that it can 
be supported (in its minimal form) by a very constr ained device.  
 
This proposal maintains compatibility with the exis ting DTLS 
protocol with the exception of additional headers i n the packets 
before the DTLS traffic. 
 

   This proposal provides a solution for: 
 
   a.   Establishment of a GSA: A secure mechanism to distribute 
        keying materials, multicast security polici es and security 
        parameters to members of the multicast grou p. 
 
   b.   Multicast data security ciphersuite: All gr oup members use the 
        same ciphersuite to protect the authenticit y, integrity and 
        confidentiality of multicast messages.  The  ciphersuite is part 
        of the GSA. 
 
   c.   Forward security: Devices that leave the gr oup will not have 
        access to any future GSAs. This ensures tha t a past member 
        device cannot continue to decrypt confident ial data that is 
        sent in the group.  It also ensures that th is device cannot 
        send encrypted and/or integrity protected d ata after it leaves 
        the group. 
        The GSA update mechanism is part of the key  management scheme. 
        Note that the controller can weaken this as  part of the 
        key management policy for performance reaso ns and/or to reduce 
        network traffic overhead.  
 
   d.   Backward confidentiality: A new device join ing the group will 
        not have access to any old GSAs. This ensur es that a new member 
        device cannot decrypt data sent before it j oins the group. The 
        key management scheme should ensure that th e GSA is updated to 
        ensure backward confidentiality.  Note that  the controller can 
        weaken this as part of the key management p olicy for 
        performance reasons and/or to reduce networ k traffic overhead. 
 
   e.   Multicast communication topology: Both 1-to -N (one sender with 
        multiple listeners) and M-to-N (multiple se nders with multiple 
        listeners) communication topologies are sup ported 
 
   f.   Multicast group size: The number of listene rs is limited by the 
        RAM on the group controller. The protocol a llows for up to 
        2^128 unique listeners. 
        The number of senders is limited by the RAM  on the listeners. 
        The protocol allows for up to 2^31 unique s enders. 
        Note that all Senders must also be Listener s.  
 
   g.   Multicast data confidentiality: Multicast m essages can be 
        encrypted according to the cipher suite sel ected by the 
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        controller.     
 
   h.   Multicast data replay protection: Replayed messages can be 
        detected and ignored. 
 
   i.   Multicast data group authentication: Multic ast messages can be 
        authenticated according to the cipher suite  selected by the 
        Group Controller. The multicast group key ( which is known to 
        all group members) is used to provide authe nticity to the 
        multicast messages. It does not guarantee d ata integrity unless 
        all group members are trusted. 
 

This proposal does not provide a solution for: 
 
   a.   Source authentication and data integrity: M essages can be 
        authenticated to have come from a member of  the group, but 
        cannot be tracked to a specific member with in the group.  
 
 
6. Significant differences between DTLS Multicast a nd DTLS Unicast 
 

Additional headers are added before the DTLS and ot her encrypted 
traffic to allow the traffic types to be identified . 

 
The existing DTLS (unicast) standard allows either party to trigger 
a key rotate and associated epoch change. DTLS Mult icast allows this 
on the CLIENT channel but key rotation and epoch ch ange on all other 
channels are managed by the group controller. 

 
Message acknowledgement and retry is not supported by any channel 
apart from the CLIENT channels. If the network is l ossy then the 
listeners may not receive all the control or data m essages. Any 
protocol using DTLS multicast must be designed to e xpect this and 
act appropriately. 

 
7.  Logical Traffic Types become Channels 
 

To allow both control and data traffic to be carrie d on the same 
multicast group, this proposal inserts an additiona l header at the 
start of the data frame to allow the different logi cal traffic types 
to be separated into "channels". 
 
This header is defined as: 

 
    struct { 
        unit32 channel; 
    } DTLSMulticast; 
 
Channels are assigned as follows: 
    Channel range       Name              Descripti on 
    0                   CLIENT            Client tr affic channels 
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    1                   ELECTION          Controlle r election channel 
    2                   CONTROL           Controlle r management channel 
    3 .. 0xFFFF_FFFF    SUBGROUP/SENDER   Data chan nels 
 
7.1  CLIENT channel format 
 

The CLIENT channel is used by members to connect to  the multicast 
group and communicate with the group controller. 
 
Messages on the CLIENT channel start with a 
DTLSMulticastClientPrefix header to allow individua l client's 
connections to be identified. 
This is defined as:   

 
    struct { 
        uint8  client[16]; 
    } DTLSMulticastClientPrefix; 
 

The "client" value should be chosen randomly each t ime an entity 
attempts to join the multicast group. 
 
Normal DTLS traffic follows the DTLSMulticastClient Prefix header. 
 
The encrypted data frames are DTLSMulticastClient m essages. 
 
Apart from the additional DTLSMulticast and 
DTLSMulticastClientPrefix headers, the CLIENT chann el is a normal 
DTLS connection. 
 

7.2  ELECTION channel format 
 

The ELECTION channel is used to handle election of controllers when 
the Active controller fails and controller election  has been 
permitted for the group. 
 
Messages on the ELECTION channel are sent as a DTLS Ciphertext using 
The Election security association.  The election se curity 
association is provided to the member in a DTLSMult icastAddSA 
message over the CLIENT, CONTROL or SUBGROUP channe ls. 
 
The encrypted data frames are DTLSMulticastElection  messages. 
 

7.3  CONTROL channel format 
 

The CONTROL channel is used for key distribution an d other 
Management actions by the controller. 
 
Messages on the CONTROL channel are sent as a DTLSC iphertext using 
the Group security association.  The group security  association is 
initially provided to the member in a DTLSMulticast AddSA message 
over the CLIENT channel. The controller may update the group 
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security association using a DTLSMulticastAddSA mes sage over the 
CLIENT, CONTROL or SUBGROUP channels. 
 
The encrypted data frames are DTLSMulticastControl messages. 
 

7.4  SUBGROUP channel format 
 
The SUBGROUP channels are used by the controller to  restrict key 
distribution and other management actions to the me mbers of the 
sub-group. 
 
Messages on the SUBGROUP channel are sent as a DTLS Ciphertext using 
the Specific sub-group security association. The su b-group security 
association is initially provided to the member in a 
DTLSMulticastAddSA message over the CLIENT channel.  The controller 
may update the group security association using a D TLSMulticastAddSA 
message over the CLIENT, CONTROL or SUBGROUP channe ls. 
 
The encrypted data frames are DTLSMulticastControl messages. 
 

7.5  SENDER channel format 
 
The SENDER channels are used to carry the applicati on data. A member 
with transmit privileges will only be allowed to tr ansmit on a 
singleSENDER channel and will be the only member al lowed to send on 
that channel. 
 
Messages on the SENDER channel are sent as a DTLSCi phertext using 
the group security association.  The group security  association is 
initially provided to the member in a DTLSMulticast AddSA message 
over the CLIENT channel. The controller may update the group  
security association using a DTLSMulticastAddSA mes sage over the 
CLIENT, CONTROL or SUBGROUP channels. 
 
Note: The encrypted data frames are application dat a - their format 
is NOT defined in this standard and varies accordin g to the 
application. 
 

8.  Message definitions 
 
    enum { 
        radius(0), joinReq(1), joinRsp(2), leave(3) , acknack(4), 
        addsa(5), dropsa(6), reconnect(7), heartbea tReq(8), 
        heartbeatRsp(9), reqsa(10), 
            (255) 
    } DTLSMulticastType; 
 
    struct { 
        uint8  code; 
        uint8  identifier; 
        uint16 length; 
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        uint8  data[length - 4]; 
    } DTLSMulticastRADIUS; 
 
    struct { 
        uint32 sender_channel;  // Current sender c hannel (0 if 
                                // listener only) 
        uint32 max_subgroups;   // Maximum number o f subgroups 
                                // supported 
        uint8  flags;           // Mode and capabil ity flags 
                                //   xxxx xxx0 "NE" : Member cannot 
                                //   take part in c ontroller elections 
                                //   xxxx xxx1 "EL" : Member can take 
                                //   part in contro ller elections 
                                //   xxxx xx0x "RX" : Member wishes to 
                                //   listen only 
                                //   xxxx xx1x "TX" : Member wishes to 
                                //   be a sender 
                                //   0000 00xx "ZZ" : For future  
                                //   expansion 
    } DTLSMulticastJoinReq; 
 
    struct { 
        uint32 firstSenderChannel;  // First sender  channel (inclusive) 
        uint32 lastSenderChannel;   // Last sender channel (inclusive) 
    } DTLSMulticastJoinRsp; 
 
    struct { 
      // Empty structure 
    } DTLSMulticastLeave; 
 
    enum { 
        noError (0), 
        unknown (1), 
        unauthorised (2), 
        resourcesExceeded (3), 
        notJoined (4), 
        (255) 
    } DTLSMulticastErrorCodes; 
 
    struct { 
        DTLSMulticastErrorCodes error; 
        uint8 subcode; 
    } DTLSMulticastAckNack; 
 
    struct { 
        uint16 epoch;           // DTLS multicast e poch for the key 
        uint8  flags;           // Mode and capabil ity flags 
                                //   xxxx x000 "EL" :  SA is for the 
                                //   election chann el 
                                //   xxxx x001 "GP" :  SA is the group 
                                //   SA 
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                                //   xxxx x010 "SG" :  SA is for a 
                                //   subgroup chann el 
                                //   xxxx x011     :  Reserved for 
                                //   future expansi on 
                                //        ...         ... 
                                //   xxxx x111     :  Reserved for 
                                //   future expansi on  
>>                              //   xxxx 0xxx "RX" :  Member MUST NOT 
                                //   send on the ch annel 
>>                              //   xxxx 1xxx "TX" :  Member MAY send 
                                //   on the channel   
                                //   0000 xxxx "ZZ" :  For future 
                                //   expansion, mus t be zero 
        uint8  timeout;         // Channel timeout period (sec)  
        uint32 channel;         // Channel number 
        SecurityParameters key; // Encryption/MAC p arameters, see 
                                // RFC5246:A.6 
    } DTLSMulticastAddSA; 
 
    struct { 
        uint32 channel; 
    } DTLSMulticastDropSA; 
 
    struct { 
        uint32 controller_magic; 
    } DTLSMulticastReconnect; 
 
    struct { 
      uint32 magic;                 // Random numbe r to match Req/Rsp 
    } DTLSMulticastHeartbeatReq; 
 
    struct { 
      uint32 magic;                 // Echo of 
      DTLSMulticastHeartbeatReq.magic 
    } DTLSMulticastHeartbeatRsp; 
 
    struct { 
      uint32 channel;  
    } DTLSMulticastReqSA; 
 
 
    //--------------------------------------------- ------------------- 
 
    enum { 
        addsa, dropsa, reconnect, (255) 
    } DTLSMulticastControlType; 
 
    struct { 
        DTLSMulticastControlType type; 
        select (type) { 
            case addsa:         DTLSMulticastAddSA;  
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            case dropsa:        DTLSMulticastDropSA ; 
            case reconnect:     DTLSMulticastReconn ect; 
        } content; 
    } DTLSMulticastControl; 
 
    //--------------------------------------------- -------------------- 
 
    enum { 
        radius, addsa, dropsa, join, leave, heartbe atReq, heartbeatRsp, 
        acknack, reqsa, (255) 
    } DTLSMulticastClientType; 
 
    struct { 
        DTLSMulticastClientType type; 
        select (type) { 
            case radius:        DTLSMulticastRADIUS ; 
            case addsa:         DTLSMulticastAddSA;  
            case dropsa:        DTLSMulticastDropSA ; 
            case join:          DTLSMulticastJoin; 
            case leave:         DTLSMulticastLeave;  
            case heartbeatReq:  DTLSMulticastHeartb eatReq; 
            case heartbeatRsp:  DTLSMulticastHeartb eatRsp; 
            case acknack:       DTLSMulticastAckNac k; 
            case reqsa:         DTLSMulticastReqSA;  
        } content; 
    } DTLSMulticastClient; 
 
    // -------------------------------------------- -------------------- 
 
    struct { 
        uint32  age; 
        uint8   uuid[16]; 
    } DTLSMulticastElectionVote; 
 
    enum { 
        vote(0), (255) 
    } MulticastElectionType; 
 
    struct { 
        MulticastElectionType type; 
        select (type) { 
            case vote:          DTLSMulticastElecti onVote; 
        } content; 
    } DTLSMulticastElection; 
 
9.  How to use the DTLSMulticast structures 
 
9.1  DTLSMulticastRADIUS 
 
>> The multicast group MAY choose to authenticate c lients before they 

are authorised to become members of the multicast g roup.  If this is 
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required, the RADIUS protocol may be used with enca psulation in 
DTLSMulticastRADIUS messages. Once the RADIUS hands hake has 
completed and the client has been authorised to joi n the group, the 
client proceeds with a DTLSMulticastJoin message. 
 

>> If the group requires authorisation of clients, the controller MUST 
respond to all messages apart from DTLSMulticastRAD IUS messages with 
an "unauthorised" DTLSMulticastAckNack message unti l the client is 
authorised. 
 
If the group does not require authorisation of clie nts, the 

>> controller MUST consider the client as authorise d as soon as the 
DTLS CLIENT channel is established and the client c an immediately 
send a DTLSMulticastJoin message. 
 
Note that the controller is not required to use RAD IUS to 
authenticate the client. The controller may instead  use any 
information from the client DTLS connection to auth enticate the 
client using some other protocol. Alternatively, th e controller may 
simply allow all clients to join the group. 
 
 

9.2  DTLSMulticastJoin 
 
The DTLSMulticastJoin is sent by a client to the co ntroller on 
CLIENT Channels to indicate a client's wish to beco me a member of 
the group. The controller must respond with a DTLSM ulticastAckNack 
to indicate if the request was successful. 
 

>> The controller MUST respond to all messages apar t from 
DTLSMulticastRADIUS and DTLSMulticastJoin messages with a 
"notJoined" DTLSMulticastAckNack message until the client has 
successfully joined the group. 
 
The parameters in the DTLSMulticastJoin message are  described below. 
 

9.2.1  sender_channel 
 
If the sender is sending a join message as a result  of receiving a  
DTLSMulticastReconnect, it should indicate its prev iously assigned 
sender channel in this field so that the same chann el can be 
reassigned by the new controller (as the new contro ller may not have 
the channel assignment list from the previous contr oller). 
 
This field should be set to 0 if the listener had n o sender channel 
assigned. 
 

9.2.2  max_subgroups 
 
This is used to indicate the capabilities of the me mber. Constrained 
devices may have limited memory and may only be abl e to support a 
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small number of subgroups and possibly none at all.  Devices with 
larger memory and processing capabilities may be ab le to support 
many sub-groups. A member should try to set this as  large as 
possible so that the controller is not constrained in how it assigns 
and manages the subgroups. 
 

9.2.3  Group controller election flags NE and EL 
 
A group may or may not support group controller ele ctions. If a 
group does not support elections, the sysadmin must  ensure that an 
alternative solution is in place to ensure the avai lability of a 
group controller. Alternative solutions are beyond the scope of this 
document. 
 
If any member wishes to take part in group controll er elections, it 
should set the DTLSMulticastJoin.flags.EL otherwise  it should set  
DTLSMulticastJoin.flags.NE. 
 

9.2.4  Member send ability flags TX and RX. 
 
Some members may only be listeners to the group. Th ese members do 
Not need to be able to send and do not need a SENDE R channel 
assigned. Theyshould set the DTLSMulticastJoin.flag s.RX flag. 
 
Some members may wish to take be able to send data to the group. 
They should set the DTLSMulticastJoin.flags.TX flag . 

>> The group controller MUST track the assigned sen der channels so that 
the same sender channel is never simultaneously ass igned to multiple 
entities. 
 
The controller should respond to the "join" with an  "ack" or "nack". 
If the controller requires the client to authentica te before it is 
allowed to join the group, the controller should re turn an 
"unauthorised" error. The client should then begin a RADIUS 
authentication using DTLSMulticastRADIUS messages ( which simply 
encapsulate standard RADIUS frames). If the RADIUS authentication is 
successful then the client should re-send its DTLSM ulticastJoin 
message to join the group. 
 
If the client join is successful, the controller wi ll then send one 
or more DTLSMulticastAddSA messages to provide the appropriate 
security keys to the client. 
 

9.3  DTLSMulticastAddSA 
 
This message is sent by a controller to provide a s ecurity 
association to one or more members. This allows acc ess to a channel 
and allows new security associations to be provided  for a channel 
(e.g. during epoch change). 
 
The group security association is sent with the GP flag set. The 
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same security association is used for the CONTROL c hannel and all 
SENDER channels. If the member is only allowed to l isten then the RX 
flag is set. If the member is allowed to send data then the TX flag 
is set and the assigned SENDER channel is indicated  in the "param" 
field. 
 
The SUBGROUP channel security associations are sent  with flags 
ZZ, RX and SG. 
 
The SUBGROUP channel is indicated in the "channel" field.  Only the 
active controller is allowed to send traffic on a S UBGROUP channel. 
 
The ELECTION channel security association is sent w ith flags ZZ, EL 
and TX. 
 

>> The controller SHOULD set the "channel" field to  the unix timestamp 
>> when the member joined the group. The member MUS T store this value 

and use it as the "age" field in later  ***JS 
 
The timeout field is used to indicate the timeout/r epeat value in 
seconds for that channel. 
 
The DTLSMulticastAddSA message can be sent by the c ontroller on a  
CLIENT channel, in which case it must be acknowledg ed with an "ack" 
Or Rejected with a "nack". 
 
The DTLSMulticastAddSA message can also be sent by the controller on 
A CONTROL or SUBGROUP channel, in which case it is not acknowledged. 
 

9.4  DTLSMulticastDropSA 
 
This message is sent by a controller used to tell o ne or more 
listeners that a security association is no longer required. It 
should not be used as part of the group security be cause the 
controller has no guarantee that the listener has c omplied with the 
request. It is instead provided to allow the contro ller to help the 
listener maintain a minimal memory footprint. 
 
The message can be sent by the controller on a CLIE NT channel, in 
which case it must be acknowledged with an "ack" or  rejected with a 
"nack". 
 
The message can be sent by the controller on a CONT ROL or SUBGROUP 
channel, in which case it is not acknowledged. 
 
9.5  DTLSMulticastReconnect 
 
This message is by a group controller used to tell listeners on the 
sub-channel to reconnect. This message is only sent  by a new group 
controller after a group controller election has co mpleted and is 
used to ensure that the listeners establish new CLI ENT connections 
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to the new group controller. 
 
Each time a controller wants clients to reconnect, it generates a 
new "controller_magic" value.  The controller then sends as many 
reconnect messages as necessary on the CONTROL or S UBGROUP channels 
until it is confident that all listeners have recon nected. If a 
listener receives multiple "reconnect" messages (e. g. due to 
retransmission on a single channel or received on m ultiple 
channels), the listener can use the "controller_mag ic" field to 
determine if this is a new reconnect request or sim ply a repeat of 
an earlier reconnect message. 
 
The message can be sent by the controller on the CO NTROL or SUBGROUP 
channels and is not acknowledged. 
 
When a listener receives a reconnect message with a  new  
"controller_magic" value, it should discard its CLI ENT connection 
and repeat the JOIN process. 
 
The listener does not need to discard any other sec urity association 
information so can continue to receive (and send) m essages on the  
SENDER channels.  This ensures that the multicast g roup continues to 
operate normally during the controller election and  recovery 
process. 
 

10.  Joining a DTLS multicast group 
 
This takes place after the standard IGMP Multicast JOIN for IPv4 
and/or appropriate other actions for other protocol s. 
 

>> An entity MUST use the following sequence to joi n a DTLS multicast 
group and obtain the multicast key material. 
 
When an entity wishes to JOIN a DTLS multicast grou p, it generates a 
new random 16 byte client ID then connects to the g roup controller 
on the CLIENT channel as defined above. Note that t he CLIENT channel 
has DTLSMulticast and DTLSMulticastClientPrefix hea ders before the 
DTLS traffic. 
 
The DTLS handshake takes place in the usual way and  the CLIENT 
channel is established. 
 
The joining entity has now become a member of the g roup. It then 
sends a DTLSMulticastJoin message on the CLIENT cha nnel. The 
controller will reply with an "ack" or "nack". If t he controller 
responds with a "nack" then the client will not be given the 
decryption keys for the group's traffic and the con troller will 
close the DTLS connection. 
 
If the controller responded with an "ack" then the controller 
follows up with one or more "addsa" messages on the  CLIENT channel 
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to allow the member to become a listener (and possi bly a sender) on 
the appropriate channels. 
 

11.  Notes on cipher suites  
 
Equivalent cipher suites must be used for all secur ity associations 
including the CLIENT channels. Clients may need to authenticate to 
the group controller using different identity keys,  but must use 
equivalent encryption and hash modes. 
 
For example, the following are considered equivalen t cipher suites 
because all use AES-128 in CBC mode with a SHA-256 hash even though 
they use different identity keys. 
 
    TLS_RSA_WITH_AES_128_CBC_SHA256          = {0x0 0,0x3C}; 
    TLS_ECDHE_ECDSA_WITH_AES_128_CBC_SHA256  = {0xC 0,0x23}; 
    TLS_ECDH_ECDSA_WITH_AES_128_CBC_SHA256   = {0xC 0,0x25}; 
    TLS_PSK_WITH_AES_128_CBC_SHA256          = {0x0 0,0xAE}; 
 
A cipher suite that used AES-256, a different mode (such as CTR or 
GCM) or a different hash (such as SHA-1 or SHA-384)  would not be 
considered equivalent. 
 
All security associations apart from the CLIENT cha nnel have 
explicitly shared security parameters and should in dicate the 
equivalent TLS_PSK_xxx cipher suite. 
 

12.  Receiving DTLS multicast data 
 
A listener should apply the following rules in the order below when 
deciding whether to accept a message: 
 

>> The active group controller MUST listen to all m essages on the 
CLIENT channel so that it can communicate with all the members and 
handle join requests from new entities. 
 

>> All standby group controllers MUST listen to mes sages on the CLIENT 
channel to detect a failure of the active group con troller to 
respond to new join requests. 
 
A listener  

>>     MUST ignore all messages on the CLIENT chann el apart from those 
    identified with its own client ID. 
 

>>     MUST ignore all messages on any SUBGROUP cha nnels for which it 
    does not have a security association. 
 

>>-    MUST ignore all messages that are not on the  last known good 
    epoch for that channel, the "current" epoch or the "next" epoch. 
 

>>     MUST ignore CONTROL, SUBGROUP and SENDER mes sages on the last 
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    known good epoch for that channel and with an e arlier or equal 
    sequence number to the last known good sequence  number for that 
    channel. 
 
A listener 

>>     SHOULD accept all remaining messages. 
 

>>     SHOULD attempt to decrypt and authenticate a ll accepted 
    messages. 
    If the message is valid, the client should upda te its values for 
    last known good epoch and sequence number for t hat channel then 
    process the message content. 
 
There is no retry mechanism for DTLS multicast traf fic so the 
listener must take this into account when handling lost or 
fragmented packets. Fragmentation *is* supported fo r DTLS multicast 
but the listener must be able to discard incomplete  fragmented 
packets. 
 
A client should only ever need to store a maximum o f two security 
associations for a channel (remember that all SENDE R channels share 
the same group security association). 
 
These are either: 
    "last" + "current" 
        This is the situation after a key rotation where not all 
        senders have switched to the "current" epoc h 
or 
    "current" + "next" 
        This is the situation during a key rotation  when no senders 
        have switched to the "next" epoch. 
 

>> A client SHOULD track the following information for all channels 
that it is listening on: 
    channel_id          4 bytes 
    epoch               2 bytes 
    sequence_number     6 bytes 
 
where "epoch" and "sequence_number" are the epoch a nd 
sequence_number from the last good packet received on that channel. 
 
If a key rotation takes place and the client is sti ll tracking 
senders on the "last" epoch, the client can discard  its security 
association for the "last" epoch.  Note that a clie nt may choose to 
keep the "last" security association for a short pe riod of time (a  
few seconds) to allow for any delayed packets on th e "last" security 
association to be received and decrypted. 
 
When the listener receives a message on the "next" epoch security 
association but has no security association for tha t epoch, it 
should send a "reqsa" message to the controller to request the 
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necessary security association data. The controller  will respond 
with an "ack" or "nack". If the controller responds  with an "ack", 
it will then send the listener an "addsa" message w ith the security 
association which the listener should "ack" in the usual way. If the 
controller responded with a "nack" then the the lis tener is not 
permitted to access data in the new epoch. 
 

13.  Sending DTLS multicast data 
 

>> A sender MUST NOT send messages on a channel unl ess it has been 
granted the right to transmit on that channel by th e controller in 
the security association. 
 

>> A sender MUST send messages in the normal DTLS m anner with 
incrementing sequence numbers starting from zero. 
 
When sending encrypted packets, the sender MUST ens ure that the 
packets do not have duplicate IV with any other pac kets sent with 
the same security association including packets sen t by other 
devices. Two possible ways to ensure this are: 
 1)  Ensure that the packet's IV is truly random, s o a collision is 
     not likely given the size of the IV compared t o the maximum 
     number of packets sent on that security associ ation 
 or 
 2)  Use the channel ID for the top 32 bits of the IV and use any 
     other suitable method to derive the remaining bits. For some 
     cipher modes, this may allow a sequential numb er assignment 
     (which is lower overhead than random number ge neration). For 
     other cipher modes, a pseudo-random number wit h suitable 
     entropy gathering may be sufficient. 
 

>> A sender MUST use the security association of th e "current" 
multicast epoch. 
 
If this would cause the sequence number would wrap,  the sender MUST 
NOT send any more messages on its channel. The send er must instead 
LEAVE then JOIN the TLS multicast group indicating a sender_channel 
value of zero so that it obtains a new channel and can safely 
restart its sequence number from zero. 
 
Note that the group controller should have performe d a key rotation 
on the channel before any sequence counters were du e to wrap, so 
this scenario indicates either a fault in the group  controller or a 
network with very high packet loss. 
 
All changes of epoch are co-ordinated by the group controller as 
part of the key rotation. 
 
When the sender receives a valid message on the "ne xt" epoch 
security association, it should: 
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    discard the security association information fo r the "last"  
    epoch  
     
    copy the security association information from the "current" 
    epoch to the "last" epoch 
     
    copy the security association information from the "next" epoch 
    to the "current" epoch 
 
    clear the security association information for the "next" epoch 
 
    set the "next" epoch to the "current" epoch + 1  
 
    reset its sender sequence number for the "curre nt" epoch to zero 
 

14.  Leaving a DTLS multicast group 
 

>> All members SHOULD indicate their wish to leave a DTLS multicast 
group  
 
The member sends a DTLSMulticastLeave message to th e controller on 
its CLIENT channel. The controller will acknowledge  this message. 
 
The listener has now left the group. 
 

>> When a listener leaves the group, the controller  SHOULD perform a 
key rotation on all channels that the listener had access to so that 
the listener can no longer send or receive messages  on the multicast 
group. 
 
A controller can consider the listener as having le ft the group if 
its CLIENT channel connection is lost (e.g. explici t close or no 
response to heartbeats from the controller). 
  

15.  DTLS multicast group key rotation 
 
The group controller must maintain the integrity an d correct 
operation of the group. 
This requires the group controller to: 
 
o  Update the necessary security associations if li steners leave the 
   group 
o  Update a security association before any sender' s sequence number 
   wraps 
 
The group controller may also choose to update secu rity associations 
at other times depending on policy that is outside the scope of this 
document. 
 
Group key rotation takes place for a security assoc iation as 
follows: 
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o  The controller generates a new random key 
o  The controller calculates the "next" epoch by ad ding 1 to the 
   "current" epoch 
o  The controller sends DTLSMulticastSA messages co ntaining the new  
   security association to the appropriate listener s using the 
   SUBGROUP and/or CLIENT channels   
o  The controller sends one or more an empty messag es on the CONTROL 
   channel using the new security association and a  sequence number 
   of zero. 
 
If no multicast messages are lost, all senders will  see the empty 
message on the CONTROL channel and all subsequent m essages will be 
sent using the "next" epoch. 
 
If multicast messages are unreliable, some senders may not see the 
empty message on the MASTER channel and may continu e to send 
messages on what they think is the "current" epoch.  As soon as they 
see a message on the "next" epoch from one of the o ther senders, 
however, they will switch to the "next" epoch. 
 
If a controller sees multiple messages from a sende r on what the  
controller considers to be the "last" epoch (and wh at the sender 

>> considers to be the "current" epoch), the contro ller MAY repeat one 
or more empty messages on the CONTROL channel so th at the sender 
sees them and switches to the "next" epoch. 
 

16.  Use of CONTROL, SUBGROUP and CLIENT channels f or key rotation 
 
For groups with few members, it is feasible to use the CLIENT 
channels for key rotation as this is a reliable mec hanism.  The 
group controller can simply update each listener's security 
association individually. 
 
The group controller can therefore easily ensure th at: 
    1)  The new security association is only delive red to the 
        appropriate listeners 
and 
    2)  The listener has received the new security association  
 
This is a simple approach, but does not scale well as the number of 
members of the group increases. Although the approa ch is still 
technically possible, the time required to provide the key to each 
listener is an O(N) problem and will therefore caus e an increasingly 
large delay between when the key rotation starts an d when the key is 
available for use by the group.  This approach also  generates an 
O(N)amount of traffic on the network. 
 
To allow for faster key distribution, the controlle r may choose to 
distribute the key using the CONTROL or SUBGROUP ch annels. This is 
not a reliable distribution mechanism as these mess ages are not 
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acknowledged, but it does take advantage of the mul ticast nature of 
the group. The controller may choose to send the sa me "addsa" 
message multiple times to reduce the impact of mess age loss before 
considering the key rotation complete. 
 
The CONTROL group uses the Group Security Associati on so all 
listeners can receive messages on this channel. If a listener 
"leaves" the group, if it does not discard its grou p security 
association information, it can continue to receive  and decrypt 
messages on this channel. If the CONTROL channel is  used to provide 
the new security association, such a listener could  decrypt the 
information for the new security association and th erefore continue 
to decrypt the messages on the channel. 
 
This does not provide "Forward security" so an alte rnative solution 
must be available for the controller to rotate keys  after a listener 
has left without forcing the controller to update e ach remaining 
listener individually on its CLIENT channel. 
 
When the controller accepts a member into the group , the controller 

>> MAY add the member to one or more SUBGROUP chann els. Each SUBGROUP 
Channel has its their own security association so a ny traffic to a 
SUBGROUP cannot be decrypted by listeners that are not members of 
the sub-group. 
 
When a key rotation is required and a listener must  be excluded from 
receiving the new security association, the control ler can use the 
SUBGROUP channels to send the "addsa" messages to t he sub-groups 
that the listener is *not* a member of. 
 
The controller may add listeners to multiple SUBGRO UPs (e.g. using a 
binary tree) so that the number of messages require d to update the 
security association can be significantly reduced. 
 
To see the advantage of the subgroup approach, cons ider the 
situation when a member leaves a group: 
 
For a group with 10 remaining listeners, a simple k ey rotation using 
the CLIENT channels would require a minimum of 
{listeners * (addsa + ack)} = 20 messages to distri bute the new 
security association. 
 
For a larger group with 1,000 remaining listeners, the minimum 
number of messages required is now {listeners * (ad dsa + ack)}= 
2,000 messages to distribute the new security assoc iation over the 
CLIENT channels. 
 
If, however, the controller had organised the liste ners into a 
binary tree and assigned a SUBGROUP channel to each  branch, the 
original 1,000 listeners would require a binary tre e with a depth of 
10. Each branch on the tree would be assigned a sub group to allow 
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multicast communication with all members below that  branch. 
 
After a member leaves the group, the controller can  update the group 
security association for all the other members by s ending an "addsa" 
message to the SUBGROUP channels on the branches th at do not include 
the member that has just left, recursing down the b ranch as 
necessary to ensure all remaining members have rece ived the message. 
This would require 9 "addsa" messages to be sent to  SUBGROUP 
channels and one "addsa" + "ack" handshake on the r emaining 
listener, a total of 11 messages. 
 
The controller would also need to perform a key rot ation on the 
subgroups that the departing member was part of so that future 
messages to that subgroup could not be eavesdropped . The member 
would have been part of 9 groups so following the s ame approach, the 
number of additional messages required would be: 
 
    Group branch depth      # members       # messa ges    
        1                       512             8 +  2 
        2                       256             7 +  2            
        3                       128             6 +  2            
        4                        64             5 +  2            
        5                        32             4 +  2            
        6                        16             3 +  2            
        7                         8             2 +  2            
        8                         4             1 +  2            
        9                         2             0 +  2 
                                                --- -- 
    Total messages:                                54 
 
 
With a simple binary tree approach, the number of m essages required 
to rotate the keys after a listener leaves is reduc ed from 2,000 to 
a minimum of 65. The tree would require 1024 SUBGRO UP channels. 
 
With a larger number of branches at each level of t he tree, the 
depth of the tree could be reduced. This would in t urn reduce both 
the number of SUBGROUP channels required and the nu mber of messages 
required for key rotation after a member leaves the  group. 
 
Note that constrained listeners that are not able t o join a 
sufficient number of subgroups may still need to be  individually 
updated by the controller in some circumstances. 

 
 

If a listener has not received the new security ass ociation but  
>> receives messages on the new epoch, the listener  SHOULD request the 

information using the "reqsa" message on its CLIENT  channel. If the 
listener is unable to buffer the messages on the ne w security 
association whilst waiting for the controller to pr ovide the 
security association details, the listener will be forced to drop 
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the packets and data loss will occur. 
 
 

17.  DTLS multicast controller failure detection an d election protocol 
 

>> All DTLS multicast groups MUST have a controller .  Some groups may  
allow controller election whereas others may have a  fixed controller 
(which should be highly available if the group is t o be reliable). 
 

>> Groups that allow controller election MUST imple ment the DTLS 
multicast controller election protocol. 
 

>> A member MUST NOT take part in the election unle ss it has been 
provided with the security association for the ELEC TION channel and 
has been granted permission to send on that channel . 
 

>> A member SHOULD NOT attempt to monitor the contr oller for failure 
unless it has been allowed to take part in the elec tion.  
 

>> Members allowed to take part in the election SHO ULD monitor the 
controller for failure. 
 

>> A member monitoring the controller MUST consider  it to have failed 
if the following occurs: 
 
o  The member has lost its CLIENT channel connectio n AND the 
   controller has not responded to at least 3 subse quent JOIN 
   messages from the member  
OR 
o  No group key rotation has occurred but the seque nce number on any 
   SENDER channel has both MSBs set 
OR 
o  No subgroup key rotation has occurred but the se quence number on 
   a valid packet on a SUBGROUP channel has both MS Bs set 
 

>> A member MAY consider the controller to have fai led if the following 
occurs: 
 
o  At least 2 JOIN messages have been seen from a 3 rd party on the 
   JOIN channel but no controller response has been  seen. 
 

>> A member MUST trigger an election if it consider s the controller to 
Have failed. 
 
The election uses the DTLSMulticastElection message s.  These are 
always sent as a DTLSCiphertext content on the ELEC TION channel and 
protected by the election security association. 
 
If a member wishes to trigger an election or join a n active 
election, it first generates a random UUID if it do es not have one 
already. It then sends a DTLSMulticastElectionVote message on the 
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ELECTION channel with the "current" epoch and seque nce number zero, 
setting the "age" field to the "channel" value from  the 
DTLSMulticastAddSA it received for the ELECTION cha nnel and "uuid" 
field with its UUID. 
 

>> If the current controller has not failed, it MUS T join the election 
and send a DTLSMulticastElectionVote with age of 0 and its UUID. 
 
If any member of the election sees a DTLSMulticastE lectionVote 
message with a LOWER age than its own, it should wi thdraw from the 
election. 
 
If any member of the election sees a DTLSMulticastE lectionVote 
message with the SAME age as its own AND with a low er UUID, it 
should withdraw from the election. 
 
All members of the election should retransmit their  
DTLSMulticastElectionVote message after the ELECTIO N timeout period 
(as defined in the DTLSMulticastSA message for the ELECTION 
channel). 
 
A member of the election can consider itself the el ected master if 
it is still a member of the election after two time out periods have 
expired with no DTLSMulticastElection messages seen  from other 
members. 
 
The above election process is not intended to be fa ir. It is instead 
deliberately designed to prioritise the election as  follows: 
 
    HIGHEST 
        The existing controller (if it is still run ning) 
        The oldest member in the election group 
        ... 
        The newest member in the election group 
    LOWEST 
 
If the controller has changed as a result of the el ection, the new 
controller must trigger all members of the group to  re-connect to it 
so it can reconstruct the details of the group and hence be able to 
handle JOIN, LEAVE and key rotation as necessary. 
 
The controller triggers all members to reconnect as  follows: 
 
   1)  It generates a random 32-bit number as the " controller_magic" 
   2)  It sets its next sequence number to 0x8000_0 000 for the 
       CONTROL channel. 
   3)  It sends a DTLSMulticastReconnect on the CON TROL channel. 
   4)  It waits for DTLSMulticastSA[CONTROL].timeou t seconds. 
   5)  It repeats DTLSMulticastReconnect on the CON TROL channel. 
   6)  It waits for DTLSMulticastSA[CONTROL].timeou t seconds. 
   7)  It repeats DTLSMulticastReconnect on the CON TROL channel. 



Internet-Draft               DTLS Multicast              September 2017 

Lucas                   Expires March 17, 2018                [Page 26] 

   8)  It waits for DTLSMulticastSA[CONTROL].timeou t seconds. 
   9)  It continues to wait if any clients are stil l joining the 
       group. 
   10) It performs a key rotation for the CONTROL c hannel in the 
       usual way. 
 
All listeners will receive the DTLSMulticastReconne ct messages on 
the CONTROL channel in the usual way. Each listener  inspects the 
"controller_magic" value and if it is new, drops it s current MEMBER 
connection (which is no longer valid) and reconnect s to the new 
group in the usual way. 
 

>> A listener MUST ignore DTLSMulticastReconnect me ssages if they have 
the same "controller_magic" value as a previous 
DTLSMulticastReconnect message and the listener has  already 
reconnected (or is in the process of reconnecting) to the group as a 
result of the earlier message. 
 

>> The new controller SHOULD attempt to preserve th e SENDER channel 
assigned to each sender when it reconnects to the g roup unless there 
is a conflict. 
 
Even if a controller fails, normal application traf fic can continue 
to flow on the SENDER channels while the detection,  election, 
reconnect and key rotation actions are taking place . If these 
actions all complete before any of the sender seque nce numbers would 
need to wrap, there will be no impact on the flow o f application 
data. 
 
New clients will not be able to connect to the grou p after a 
controller has failed until the election process ha s completed. 
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19.  Security Considerations 
 
DTLS Multicast is all about security. Minor changes , for example 
adding headers in the frame before the traffic data  helps 
establishes secure channels between 1 to N or M to N end nodes. 
 

20.  IANA Considerations 
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None 
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