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Application-Layer Traffic Optimzation (ALTO Protoco
Abstr act

Applications using the Internet already have access to sone topol ogy
i nformati on of Internet Service Provider (ISP) networks. For
exanple, views to Internet routing tables at Looking G ass servers
are avail able and can be practically downl oaded to nmany network
application clients. Wat is nissing is know edge of the underlying
net wor k topol ogi es fromthe point of view of |SPs. |In other words,
what an ISP prefers in terms of traffic optinmization -- and a way to
distribute it.

The Application-Layer Traffic Optim zation (ALTO services defined in
this docunent provide network information (e.g., basic network

| ocation structure and preferences of network paths) with the goal of
nmodi fyi ng network resource consunption patterns while naintaining or

i mprovi ng application performance. The basic information of ALTO is
based on abstract maps of a network. These maps provide a sinplified
vi ew, yet enough information about a network for applications to
effectively utilize them Additional services are built on top of

t he maps.

Thi s docunent describes a protocol inplenenting the ALTO services.
Al t hough the ALTO services would primarily be provided by I SPs, other
entities, such as content service providers, could also provide ALTO
services. Applications that could use the ALTO services are those
that have a choice to which end points to connect. Exanples of such
applications are peer-to-peer (P2P) and content delivery networks.
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Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc7285
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(http://trustee.ietf.org/license-info) in effect on the date of
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the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.

Tabl e of Contents

1. I NtroduCti ON ..o e 6
1.1. Problem Statenment . ...... ... ... 6
1.1.1. Requirements Language ........... ... 7

1.2, Design OVerVIi W . ..ottt e e e e 7

2. Term N0l OQY ..o e 7
2. 1. ENdpoi Nt .o e 8
2.2, Endpoint AdAress ... .. 8
2.3. Network Location ......... ... e 8
2.4, ALTO InformBtion . ... ... . e e e 8
2.5. ALTO Information Base ...........c.. i 8

3. ArChi tBCLUr e L e 8
3.1. ALTO Services and Protocol Scope ............ ... .. 9
3.2. ALTO Informati on Reuse and Redistribution ................. 11

4. ALTO Information Service Framework .......... .. .. . . ... . .. .. 11
4.1. ALTO Informati on SErviCeS ... ...t e e 12
4.1.1. MAP SEIrViCe ...ttt 12

4.1.2. Map-Filtering Service .......... .. 12

Alim, et al. St andards Track [ Page 2]



RFC 7285 ALTO Pr ot ocol Sept ember 2014
4.1.3. Endpoint Property Service ........... ... ... 12

4.1. 4. Endpoint CoSt Service .......... ... 13

5. NetwWorK MNP .o 13
5.1. Provider-Defined Identifier (PID) ........... ... ... . ....... 13
5.2. Endpoint AddresSsSes . ... ... 14
5.3. Exanple Network Map ....... . i e 14

B. COSt IMBP ..ot 15
6. 1. CoSt TYPOS .ttt 16
6.1.1. Cost MetricC ... ... e 16

6.1.2. Cost Mdde . ..... ... 17

6.2. Cost Map StruCture .. ... .. ... e e 18
6.3. Network Map and Cost Map Dependency ....................... 18
6.4. Cost Map Update ......... ... e e e 19

7. Endpoint Properti @S .. ... . 19
7.1. Endpoint Property Type . ... ... 19
7.1.1. Endpoint Property Type: pid .......... ... .. ... ...... 19

8. Protocol Specification: General Processing ..................... 19
8.1. Overall Design ........ . e e 19
8.2, NOtaAti ON ... 20
8.3. Basic OperatioOns . ...... .. 21
8.3.1. Cient Discovering Information Resources ........... 21

8.3.2. Cient Requesting Information Resources ............ 22

8.3.3. Server Responding to Information Resource Request ..22

8.3.4. Cient Handling Server Response .................... 23

8.3.5. Authentication and Encryption ...................... 23

8.3.6. Information Refreshing ........... ... . ... . ... . ... ... 24

8.3.7. Parsing of Unknown Fields .................... ... ... 24

8.4. Server Response Encoding ............ . ..., 24
8.4.1. Meta Information ........... . . ... . i 24

8.4.2. Data Information .......... ... .. . . . i 25

8.5. Protocol Errors ......... .. 25
8.5.1. Media TYPe .ottt 25

8.5.2. Response Format and Error Codes .................... 25

8.5.3. Overload Conditions and Server Unavailability ...... 28

9. Protocol Specification: Information Resource Directory ......... 28
9.1. Information Resource Attributes ..................... ... ... 29
9.1.1. Resource ID ... ... . . 29

9.1.2. Media TYPe .ottt 29

9.1.3. Capabilities ... ... . 29

9.1.4. Accepts lnput Parameters ..............ciiiinan.. 29

9.1.5. Dependent ReSOUIrCeS .......... .. iiiiiiiininnnn.. 30

9.2. Information Resource Directory (IRD) ...................... 30
9.2. 1. Media TYPe ..ot 30

9.2.2. ENCOAIi NG ..ttt 30

9.2.3. EXanpl e .. ... 32

9.2.4. Delegation Using IRD ...... ... ... ... .. . .. .. . ... 35

9.2.5. Considerations of Using IRD ........................ 37

10. Protocol Specification: Basic Data Types ...................... 38
Alim, et al. St andards Track [ Page 3]



RFC 7285 ALTO Pr ot ocol Sept ember 2014

11.

12.

13.

14.

15.

Alim,

10.1. PID NamB ..o 38
10.2. Resource I D ... . 38
10.3. VErSion Tag .. oottt e e 38
10. 4. ENdpoi Nt S ..o 39
10.4.1. Typed Endpoint Addresses ............. ... oo 39
10.4.2. AdAress TYPe ...t e 39
10.4.3. Endpoint AdAress ............c i, 40
10.4.4. Endpoint Prefixes ....... .. .. . i 40
10.4.5. Endpoint Address Goup .......... ... 41
10.5. Cost Mode ... 41
10.6. CoSt MetriC ..o 42
10. 7. COSt TY PO .ot 42
10.8. Endpoint Property ......... . e 42
10.8.1. Resource-Specific Endpoint Properties ............. 43
10.8.2. dobal Endpoint Properties ........................ 43
Prot ocol Specification: Service Information Resources ......... 43
11.1. Meta Information . ... ... . 43
11.2. MAP SeIrVIi Ce .ot e e e e 43
11.2.1. Network Map ... .. e 44
11.2.2. Mapping | P Addresses to PIDs for
ipvd /Tipve Network Maps ........... . ... 46
11.2.3. CoSt MBD ..ot 47
11.3. Map-Filtering Service ....... ... 50
11.3.1. Filtered Network Map ......... .. .. .. 50
11.3.2. Filtered Cost MAP ... .. it e 53
11. 4. Endpoint Property Service ......... ... 57
11.4.1. Endpoint Property ........ ... ... 58
11.5. Endpoint CoSt ServicCe .......... ., 61
11.5.1. Endpoint CoSt . ...... .. 61
Use CaSES ...t 64
12.1. ALTO dient Enbedded in P2P Tracker ...................... 65
12.2. ALTO dient Enbedded in P2P Cient: Nunerical Costs ...... 66
12.3. ALTO dient Enbedded in P2P Cient: Ranking .............. 67
Di SCUSST ONS . .o 68
13. 1. D SCOVRIY ottt it et e e e 68
13.2. Hosts with Miultiple Endpoint Addresses ................... 68
13.3. Network Address Translation Considerations ............... 69
13.4. Endpoint and Path Properties ........ ... ... . ... 69
IANA Considerati ONS ... .. .. e 70
14.1. application/alto-* Media Types ......... ... 70
14.2. ALTO Cost Metric RegisStry ... ... .. . i 71
14.3. ALTO Endpoint Property Type Registry ..................... 73
14. 4. ALTO Address Type RegiStry ......... i, 75
14.5. ALTO Error Code Regi Stry . ... . 76
Security Considerati Ons . ...... ... 76
15.1. Authenticity and Integrity of ALTO Information ........... 77
15.1.1. Risk Scenarios ............. .. 77
15.1.2. Protection Strategies ............. .. 77

et al. St andards Track [ Page 4]



RFC 7285 ALTO Pr ot ocol Sept ember 2014

15.1.3. Limtations ... ... 77

15.2. Potential Undesirable Guidance from Aut henticated ALTO
Information ... ... .. 78
15.2.1. Risk SCENArios . ... 78
15.2.2. Protection Strategies .......... ... 78
15.3. Confidentiality of ALTO Information ...................... 79
15.3.1. Risk SCenarios .........c. .. 79
15.3.2. Protection Strategies ......... ... ... 79
15.3.3. Limtations . ... 80
15.4. Privacy for ALTO Users .. ... ...t 80
15.4.1. Risk SCENArios ......... i 80
15.4.2. Protection Strategies ............ciiiiiiinn.. 80
15.5. Availability of ALTO Services ............ .. 81
15.5. 1. Risk SCeNarios ......... i, 81
15.5.2. Protection Strategies ........... ... .. 81
16. Manageability Considerations .......... ... .. ... 81
16. 1. Operati ONS . ...t 82
16.1.1. Installation and Initial Setup .................... 82
16.1.2. Mgration Path ........ ... ... ... . ... . . . . . . .. 82

16. 1. 3. Dependencies on Gt her Protocols and

Functional Conponents ............ ... ... ..., 83
16.1.4. Inpact and Cbservation on Network Operation ....... 83
16. 2. MANAQeIMEBNL . . . . 84
16. 2. 1. Managenent Interoperability ....................... 84
16. 2. 2. Managerent Information .............. ... ... .. ...... 84
16.2.3. Fault Managenment ............ ... 84
16.2.4. Configuration Managenment .......................... 84
16.2.5. Performance Management .............. ... ... 85
16.2.6. Security Management ............ . ..., 85
17. Ref erenCes . ... 85
17.1. Normative References .......... ... 85
17.2. Informative References ....... ... ... . . . . . . . . i, 86
Appendi x A, Acknow edgments . ... ... 89
Appendi x B. Design Hi story and Merged Proposals ................... 90

Alim, et al. St andards Track [ Page 5]



RFC 7285 ALTO Pr ot ocol Sept ember 2014

1. Introduction
1.1. Pr obl em St at enent

Thi s docunent defines the ALTO Protocol, which provides a solution
for the problemstated in [ RFC5693]. Specifically, in today’'s

net wor ks, network infornmation such as network topol ogies, |ink
availability, routing policies, and path costs are hidden fromthe
application layer, and many applications benefited from such hiding
of network conplexity. However, new applications, such as
application-layer overlays, can benefit frominformation about the
underlying network infrastructure. In particular, these new network
applications can be adaptive; hence, they can becone nore network
efficient (e.g., reduce network resource consunption) and achi eve
better application performance (e.g., accel erated downl oad rate), by
| ever agi ng networ k- provi ded i nfornation.

At a high level, the ALTO Protocol specified in this docunent is an

i nformati on-publishing interface that allows a network to publish its
network information such as network | ocations, costs between them at
configurable granularities, and endhost properties to network
applications. The information published by the ALTO Protocol should
benefit both the network and the applications (i.e., the consuners of
the information). Either the operator of the network or a third
party (e.g., an information aggregator) can retrieve or derive
related i nformation of the network and publish it using the ALTO

Pr ot ocol

To all ow better understanding of the goal of the ALTO Protocol, this
docunent provides a short, non-nornative overview of the benefits of
ALTO to both networks and applications:

0 A network that provides ALTO i nformati on can achi eve better
utilization of its networking infrastructure. For exanple, by
using ALTO as a tool to interact with applications, a network is
able to provide network information to applications so that the
applications can better manage traffic on nore expensive or
difficult-to-provision Iinks such as |ong-distance, transit, or
backup links. During the interaction, the network can choose to
protect its sensitive and confidential network state information
by abstracting real netric values into non-real nunerical scores
or ordinal ranking.

0 An application that uses ALTO i nformation can benefit from better
know edge of the network to avoid network bottl enecks. For
exanpl e, an overlay application can use information provided by
the ALTO services to avoid sel ecting peers connected via high-
delay links (e.g., sone intercontinental links). Using ALTO to
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initialize each node with prom sing ("better-than-randoni') peers,
an adaptive peer-to-peer overlay nay achieve faster, better
conver gence

1.1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

1.2. Design Overview

The ALTO Protocol specified in this docunent neets the ALTO

requi renents specified in [ RFC5693], and unifies multiple protocols
previously designed with similar intentions. See Appendix A for a
list of people and Appendix B for a list of proposals that have nade
significant contributions to this effort.

The ALTO Protocol uses a REST-ful (Representational State Transfer
(REST)) design [Fielding-Thesis], and encodes its requests and
responses using JSON [ RFC7159]. These designs are chosen because of
their flexibility and extensibility. |In addition, these designs make
it possible for ALTO to be depl oyed at scale by |everagi ng existing
HTTP [ RFC7230] inplenentations, infrastructures and depl oynent

experi ence.

The ALTO Protocol uses a nodul ar design by dividing ALTO i nformati on
publication into nultiple ALTO services (e.g., the Map service, the
Map-Filtering Service, the Endpoint Property Service, and the
Endpoi nt Cost Service). Each ALTO service provides a given set of
functionalities and is realized by a set of infornmation resources,
whi ch are announced by information resource directories, to guide
ALTO clients.

2. Term nol ogy

This docunent uses the following terns defined in [ RFC5693]:
Application, Overlay Network, Peer, Resource, Resource ldentifier
Resource Provider, Resource Consumer, Resource Directory, Transport
Address, ALTO Server, ALTO Client, ALTO Query, ALTO Response, ALTO
Transaction, Local Traffic, Peering Traffic, and Transit Traffic.

Thi s docunent extends the term"ALTO Service" defined in [ RFC5693].

In particular, by adopting a nodul ar design, this docurment allows the
ALTO Protocol to provide nmultiple ALTO services.

Alim, et al. St andards Track [ Page 7]



RFC 7285 ALTO Pr ot ocol Sept ember 2014

Thi s docunent al so uses the follow ng additional terms: Endpoint
Address, Network Location, ALTO Information, and ALTO I nformation
Base.

2.1. Endpoint

An endpoint is an application or host that is capabl e of
communi cating (sendi ng and/or receiving messages) on a network.

An endpoint is typically either a resource provider or a resource
consuner .

2.2. Endpoi nt Address

An endpoi nt address represents the conmuni cation address of an
endpoint. Common fornms of endpoint addresses include |P addresses,
Medi a Access Control (MAC) addresses, and overlay IDs. An endpoint
address can be network-attachnent based (e.g., |P address) or

net wor k- att achment agnostic (e.g., MAC address).

Each endpoi nt address has an associ ated address type, which indicates
both its syntax and semanti cs.

2.3. Network Location

Thi s docunent uses network location as a generic termto denote a
singl e endpoint or a group of endpoints. For instance, it can be a
single IPv4 or I Pv6 address, an IPv4 or IPv6 prefix, or a set of
prefixes.

2.4, ALTO Information

Thi s docunent uses ALTO information as a generic termto refer to the
networ k i nformation provided by an ALTO server.

2.5. ALTO Informati on Base
Thi s docunent uses the term ALTO informati on base to refer to the
internal representation of ALTO information maintained by an ALTO
server. Note that the structure of this internal representation is
not defined by this docunent.

3. Architecture

This section defines the ALTO architecture and the ALTO Protocol’s
place in the overall architecture.
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3.1. ALTO Services and Protocol Scope

Each network region in the global Internet can provide its ALTO
services, which convey network information fromthe perspective of
that network region. A network region in this context can be an
Aut ononbus System (AS), an ISP, a region snmaller than an AS or ISP
or a set of 1SPs. The specific network region that an ALTO service
represents will depend on the ALTO depl oynent scenario and ALTO
servi ce di scovery nechani sm

The ALTO services specified in this docunent define network endpoints
(and aggregations thereof) and generic costs anpbngst themfromthe
region’s perspective. The network endpoints nmay include al

endpoints in the global Internet. W say that the network

i nformation provided by the ALTO services of a network region
represents the "my-Internet view' of the network region

The "ny-Internet view' defined in this docunent does not specify the
i nternal topology of a network, and hence, it is said to provide a
"singl e-node" abstract topology. Extensions to this docunment nay
provi de topol ogy details in "my-Internet view'.

Figure 1 provides an overall picture of ALTO s system architecture
so that one can better understand the ALTO services and the role of
the ALTO Protocol. In this architecture, an ALTO server prepares
ALTO information, an ALTO client uses ALTO service discovery to
identify an appropriate ALTO server, and the ALTO client requests
avail able ALTO i nformation fromthe ALTO server using the ALTO

Pr ot ocol

The ALTO i nformation provided by the ALTO server can be updated

dynami cal |y based on network conditions, or they can be seen as a
policy that is updated on a longer tinme scale.
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Figure 1: Basic ALTO Architecture

Figure 1 illustrates that the ALTO i nformati on provided by an ALTO
server may be influenced (at the service provider’s discretion) by
other systenms. |In particular, the ALTO server can aggregate
information fromnultiple systens to provide an abstract and unified
view that can be nore useful to applications. Exanples of other
systens include (but are not linmted to) static network configuration
dat abases, dynami c network information, routing protocols,
provisioning policies, and interfaces to outside parties. These
conponents are shown in the figure for conpl eteness but are outside
the scope of this specification. Recall that while the ALTO Protoco
may convey dynami ¢ network information, it is not intended to replace
near-real -ti me congestion control protocols.
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It may al so be possible for an ALTO server to exchange network
information with other ALTO servers (either within the sane
admi ni strative domain or another administrative domain with the
consent of both parties) in order to adjust exported ALTO
information. Such a protocol is also outside the scope of this
speci fication.

3.2. ALTO Informati on Reuse and Redi stri bution

ALTO informati on may be useful to a |arge nunber of applications and
users. At the sane tinme, distributing ALTO i nformation nmust be
efficient and not becone a bottl eneck

The design of the ALTO Protocol allows integration with the existing
HTTP caching infrastructure to redistribute ALTO i nformation. |If
caching or redistribution is used, the response nessage to an ALTO
client may be returned froma third party.

Appl i cati on-dependent nechani snms, such as P2P Distributed Hash Tabl es
(DHTs) or P2P file sharing, may be used to cache and redistribute
ALTO i nformation. This docunent does not define particul ar

mechani sms for such redistribution

Addi tional protocol nechanisns (e.g., expiration tinmes and digita
signatures for returned ALTO infornmation) are left for future
i nvestigation.

4. ALTO Informati on Service Franmework

The ALTO Protocol conveys network information through ALTO

i nformati on services (services for short), where each service defines
a set of related functionalities. An ALTO client can request each
service individually. Al of the services defined in ALTO are said
to formthe ALTO service framework and are provided through a conmon
transport protocol; nmessaging structure and encodi ng; and transaction
nodel . Functionalities offered in different services can overl ap

The goals of the ALTO i nformation services defined in this docunent
are to convey (1) network |ocations, which denote the |ocations of
endpoints at a network, (2) provider-defined costs for paths between
pairs of network |ocations, and (3) network-rel ated properties of
endpoi nts. The aforenentioned goals are achi eved by defining the Map
Service, which provides the core ALTO information to clients, and
three additional information services: the Map-Filtering Service, the
Endpoi nt Property Service (EPS), and the Endpoint Cost Service (ECS)
Addi tional information services can be defined in conpanion
docunents. Figure 2 gives an overview of the information services.
Details of the services are presented in subsequent sections.
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| Map- | | Endpoint | | Endpoint | |
| | Filtering | | Property | | Cost | |
| | Service | | Service | | Service | |
REEEEETEEEES SETEEEPTRES SETEEEPTRES a
| |
| | Map Service | |
[ it -
| | | Network Map | | Cost Map |
|| ||

Figure 2: ALTO Information Service Framework
4.1. ALTO Information Services
4.1.1. Map Service

The Map Service provides batch information to ALTO clients in the
forns of ALTO network maps (network maps for short) and ALTO cost
maps (cost maps for short). An ALTO network nmap (See Section 5)
provides a full set of network | ocation groupings defined by the ALTO
server and the endpoints contained within each grouping. An ALTO
cost map (see Section 6) provides costs between defined groupings.

These two maps can be thought of (and inplenented) as sinple files
wi th appropriate encodi ng provided by the ALTO server.

4.1.2. Map-Filtering Service

Resour ce-constrai ned ALTO clients nay benefit fromthe filtering of
query results at the ALTO server. This avoids the situation in which
an ALTO client first spends network bandwi dth and CPU cycles to
collect results and then perforns client-side filtering. The Map-
Filtering Service allows ALTO clients to query an ALTO server on ALTO
net wor k maps and/ or cost maps based on additional paraneters.

4.1.3. Endpoint Property Service

This service allows ALTO clients to | ook up properties for individual
endpoi nts. An exanple property of an endpoint is its network

| ocation (i.e., its grouping defined by the ALTO server). Another
exanpl e property is its connectivity type such as ADSL (Asymmetric
Digital Subscriber Line), Cable, or FTTH (Fi ber To The Hone).
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4.

5.

1

1

4. Endpoint Cost Service

Sone ALTO clients may al so benefit from querying for costs and
ranki ngs based on endpoints. The Endpoint Cost Service allows an
ALTO server to return costs directly anongst endpoints.

Net wor k Map

An ALTO network map defines a grouping of network endpoints. This
docunent uses ALTO network map to refer to the syntax and semantics
of how an ALTO server defines the grouping. This docunment does not
di scuss the internal representation of this data structure within an
ALTO server

The definition of ALTO network maps is based on the observation that,
inreality, many endpoints are near by to one another in terms of
network connectivity. By treating a group of nearby endpoints
together as a single entity, an ALTO server indicates aggregation of
these endpoints due to their proximty. This aggregation can al so
lead to greater scalability without losing critical infornmation when
conveyi ng other network information (e.g., when defining cost maps).

Provi der-Defined lIdentifier (PID)

One issue is that proximty varies depending on the granularity of
the ALTO i nformation configured by the provider. |In one deploynent,
endpoi nts on the sane subnet may be considered close; while in

anot her depl oynent, endpoints connected to the same Point of Presence
(POP) may be considered cl ose.

ALTO i ntroduces provi der-defined network | ocation identifiers called
Provi der-defined lIdentifiers (PIDs) to provide an indirect and

net wor k- agnostic way to specify an aggregati on of network endpoints
that may be treated sinmlarly, based on network topol ogy, type, or
other properties. Specifically, a PIDis a string of type Pl DNane
(see Section 10.1) and its associ ated set of endpoint addresses. As
di scussed above, there can be nany different ways of grouping the
endpoi nts and assigning PIDs. For exanple, a PID nay denote a
subnet, a set of subnets, a netropolitan area, a POP, an aut ononmous
system or a set of autononous systenms. Interpreting the PlIDs
defined in an ALTO network map using the "single-node" abstraction
one can consider that each PID represents an abstract port (POP) that
connects a set of endpoints.

A key use case of PIDs is to specify network preferences (costs)

bet ween PI Ds instead of individual endpoints. This allows cost
information to be nore conpactly represented and updated at a faster
tinme scale than the network aggregations thenselves. For exanple, an
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| SP may prefer that endpoints associated with the sane POP in a P2P
application communi cate locally instead of comrunicating with
endpoints in other POPs. The ISP nmay aggregate endpoints within a
POP into a single PIDin a network map. The cost may be encoded to
i ndi cate that network locations within the same PID are preferred,
for exanple, cost(PIDi, PIDi) == c and cost(PIDi, PIDj) > c for i
I=j. Section 6 provides further details on using PIDs to represent
costs in an ALTO cost nap.

5.2. Endpoi nt Addresses

The endpoints aggregated into a PID are denoted by endpoi nt
addresses. There are nany types of addresses, such as | P addresses,
MAC addresses, or overlay IDs. This docunent specifies (in

Section 10.4) how to specify | Pv4/1Pv6 addresses or prefixes.

Ext ensi on docunents may define further address types; Section 14.4 of
this docunent provides an | ANA registry for endpoint address types.

5.3. Exanple Network Map

Thi s docunent uses the ALTO network map shown in Figure 3 in nost
exanpl es.
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Net Loc: PID-1 i Net Loc: PID-3

| | Endpoint: 192.0.2.34 i

: -
| | Endpoint: 198.51.100. 100 |

Net Loc: PID-2

Fi gure 3: Exanpl e Network Mp
6. Cost Map

An ALTO server indicates preferences anongst network |ocations in the
formof path costs. Path costs are generic costs and can be
internally conputed by a network provider according to its own

policy.

For a given ALTO network map, an ALTO cost nap defines path costs
pai rwi se anongst the set of source and destination network |ocations
defined by the PIDs contained in the network map. Each path cost is
the end-to-end cost when a unit of traffic goes fromthe source to

t he destinati on.

Since cost is directional fromthe source to the destination, an
application, when using ALTO i nformati on, may independently determ ne
how t he resource consumer and resource provider are designated as the
source or destination in an ALTO query and, hence, howto utilize the
path cost provided by ALTO information. For exanple, if the cost is
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expected to be correlated with throughput, a typical application
concerned with bulk data retrieval nay use the resource provider as
the source and the resource consunmer as the destination

One advantage of separating ALTO i nformation into network maps and

cost maps is that the two types of naps can be updated at different
tinme scales. For exanple, network nmaps nay be stable for a | onger

time while cost maps may be updated to reflect nore dynanic network
condi tions.

As used in this docunment, an ALTO cost map refers to the syntax and
semantics of the information distributed by the ALTO server. This

docunent does not discuss the internal representation of this data

structure within the ALTO server

6.1. Cost Types
Path costs have attributes:
0 Cost Metric: identifies what the costs represent;
0 Cost Mbdde: identifies how the costs should be interpreted.
The conbi nation of a cost netric and a cost node defines an ALTO cost
type. Certain queries for ALTO cost naps allow the ALTO client to
i ndi cate the desired cost type. For a given ALTO server, the
conbi nati on of cost type and network map defines a key. In other
words, an ALTO server MJST NOT define two ALTO cost maps with the
same cost type \ network map pair.
6.1.1. Cost Metric
The cost netric attribute indicates what the cost represents. For
exanpl e, an ALTO server could define costs representing air mles,
hop- counts, or generic routing costs.
Cost netrics are indicated in protocol nessages as strings.
6.1.1.1. Cost Metric: routingcost
An ALTO server MJST offer the "routingcost” cost netric.
This cost netric conveys a generic neasure for the cost of routing
traffic froma source to a destination. A lower value indicates a

hi gher preference for traffic to be sent froma source to a
destinati on.
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Note that an ISP nmay internally conpute routing cost using any nethod
that it chooses (e.g., air niles or hop-count) as long as it conforns
to the senmantics

6.1.2. Cost Mbdde

The cost node attribute indicates how costs should be interpreted.
Specifically, the cost node attribute indicates whether returned
costs should be interpreted as numerical values or ordinal rankings.

It is inmportant to conmuni cate such information to ALTO clients, as
certain operations may not be valid on certain costs returned by an
ALTO server. For exanple, it is possible for an ALTO server to
return a set of IP addresses with costs indicating a ranking of the
| P addresses. Arithmetic operations that woul d make sense for
nunerical values, do not nake sense for ordinal rankings. ALTO
clients may handl e such costs differently.

Cost nodes are indicated in protocol nmessages as strings.

An ALTO server MJST support at |least one of the foll owi ng nodes:
nunerical and ordinal. An ALTO client needs to be cogni zant of
operations when its desired cost node is not supported.

Specifically, an ALTO client desiring nunerical costs MAY adjust its
behaviors if only the ordinal cost node is available. Alternatively,
an ALTO client desiring ordinal costs MAY construct ordinal costs
fromretrieved numerical values, if only the nunerical cost node is
avail abl e.

6.1.2.1. Cost Mbde: nunerica

This cost node is indicated by the string "nunerical". This node
indicates that it is safe to performnunerical operations (e.g.
normal i zati on or conputing ratios for weighted | oad-bal ancing) on the
returned costs. The values are floating-point nunbers.

6.1.2.2. Cost Mde: ordina

This cost node is indicated by the string "ordinal". This node

i ndi cates that the cost values in a cost nap represent ranking
(relative to all other values in a cost map), not actual costs. The
val ues are non-negative integers, with a |lower value indicating a

hi gher preference. Odinal cost values in a cost map need not be

uni que or contiguous. In particular, it is possible that two entries
in a cost map have an identical rank (ordinal cost value). This
docunent does not specify any behavior by an ALTO client in this
case; an ALTO client nmay decide to break ties by random sel ection

ot her application know edge, or sone ot her neans.
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6.2. Cost Map Structure

A request for an ALTO cost map will either explicitly or inmplicitly
include a list of source network |ocations and a |ist of destination
network | ocations. (Recall that a network |ocation can be an

endpoi nt address or a PID.)

Specifically, assune that a requ